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ABSTRACT

JavaScript (JS) bloat is a significant factor in slow web perfor-
mance, with many websites delivering large JS bundles that
contain code rarely executed. While existing solutions for
JS “dead code” elimination can be effective, they all require
server-side support, which limits adoption and contributes
to web ossification. In this capstone paper, we introduce
Thor]S, an innovative client-side technique for JS dead code
elimination. Thor]S leverages HT TP range queries, allowing
browsers to fetch only the essential segments of JS code re-
quired for specific user interactions. This method requires no
server-side participation, enabling seamless adoption across
diverse websites. To assess the feasibility of this approach,
we first analyze the top one million websites, identifying near
one million unique domains serving JS; for each domain we
evaluate their support for HTTP range queries, including
single and multi-range requests. We then implement Thor]S
in a lightweight, Chromium-based browser called Thorium
(which inspired the name Thor]S) and benchmark eleven
representative websites to evaluate Thor]S improvements in
user browsing experience and resource efficiency.
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1 INTRODUCTION

JavaScript (JS) has become the backbone of modern web
applications, enabling rich interactivity and complex client-
side functionalities. Many websites include large, monolithic
JS files, even though only a fraction of the code might be nec-
essary. This pervasive ]S bloat leads to high CPU and battery
usage, and slow page load times, particularly affecting users
on mobile devices or slow networks. Despite advances in JS
minification [5, 8, 14] and dead code elimination [2, 12, 15—
18], these solutions are limited in scope and require active
server-side participation, creating a barrier to adoption.

This paper introduces Thor7S, a novel client-side method
for JS dead code elimination, which avoids the need for
server-side participation. ThorJS’s intuition is to leverage
HTTP range queries to enable clients to request only the es-
sential portions of JS code required for a specific interaction.
This method allows users to load minimal JS tailored to their
needs, significantly reducing the overhead of downloading
and executing unnecessary code. By relying solely on client-
initiated code requests, Thor]S bypasses the need for servers
to opt in or adjust configurations, reducing Web ossification.

First we investigate the support of HTTP range queries
across JS serving domains in the Internet. We conduct a
comprehensive analysis of the top one million websites —as
per the HTTP archive on 10/01/2024 [3]- from which we
extract roughly one million unique domains that serve JS
content. We then test the support of HTTP range queries,
both single and multi-ranges, requesting a JS file per each
serving domain. We find that support is widespread, with a
quarter of domains supporting multi-range and single-range
queries and another quarter supporting only single-range
queries.

Then, we implement ThorJS within Thorium, a simpli-
fied Chromium-based browser. We benchmark Thor]S on
11 websites, where we measure key performance indicators,
including Speed Index and Page Load Time. We find that
our implementation of Thor]JS instead has a negative perfor-
mance impact, and consider possible reasons for that.
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2 BACKGROUND AND RELATED WORK

JavaScript (JS) is one of the key contributors to (high) web-
page load times, making webpages feel sluggish especially on
low-end devices [20]. With the goal of speeding up and com-
pressing webpages, the research community has invested
significant efforts in JS dead code elimination. Lacuna [17]
pioneered JS dead code elimination at a functional level, com-
bining static and dynamic analysis within a generic frame-
work. Two recent methods [12, 18] also focus on JS dead code
elimination through dynamic analysis. [18] uses unit tests
to identify unused code, while [12] relies on real user moni-
toring (RUM) [2] to track user interactions. WebMedic [16]
approaches dead code elimination by removing low-priority
functions to reduce memory usage on low-end devices. This
strategy yields an average 50% memory savings but compro-
mises up to 40% of page functionality. Muzeel [15] improves
upon these works by handling the dynamic nature of JS
while introducing user-page interaction, achieving high vi-
sual appearance of webpages and interactive functionality
(similarity score of above 90%).

Despite their differences, all the above approaches share
one common limitation: they only work on the server-side.
That is, they require existing servers to adopt them and di-
rectly serve more optimized JS code. By contrast, Thor]S
achieves dead code elimination without any server side sup-
port by directly requesting only the portions of required JS
code. This is realized via HTTP range requests, which allow
clients to request specific parts (ranges) of a resource rather
than downloading the entire file. By including a “Range”
header in the HTTP request, a client can specify which byte
ranges it needs, such as “Range: bytes=0-1024", to retrieve
only the first 1 KB of a file. If the server supports range re-
quests, it will respond with a “206 Partial Content” status
and send back only the requested range, rather than the
entire file. Multi-range requests allow clients to ask for mul-
tiple, non-contiguous segments in a single request, such as
“Range: bytes=0-1024, 2048-3072”, enabling efficient access
to different parts of a file.

No previous work has yet investigated the current support
for HTTP range requests in the Internet. While all major
server engines (Apache, Nginx, etc.) support HTTP range re-
quests, system administrators might choose to disable them,
despite the lack of clear incentive to disable such feature to
the best of our knowledge.

3 IDEA VALIDATION

Thor]S is founded on the idea that HTTP range requests can
be used to enable browsers to only request essential portions
of JS code required for a specific interaction. In this section,
we validate the presence or absence of support of HTTP
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range queries across JavaScript (JS) serving domains in the
Internet.

3.1 Range Request Support

Methodology. We use BigQuery to create a dataset from
the HTTP Archive [3], containing the URLSs of all JS files
embedded in pages within the top one million sites by pop-
ularity. This dataset is generated on October 1, 2024, and
spans 61,466,389 individual URLs from 999,733 unique JS-
serving domains. On average, each domain hosts 61.6 unique
JS files/URLs.

Our next step is to evaluate each domain for support of
HTTP multi-range and single-range requests. We select a ran-
dom JS URL from each domain cluster and send a HEAD re-
quest specifying a multi-range (e.g. bytes 0-1 and 10-11). The
response headers are then analyzed to check for multi-range
support, indicated by the presence of an “Accept-Ranges:
bytes” header. If multi-range support is absent, we proceed
to test single-range requests before moving to the next do-
main. An assumption derived from smaller-scale testing is
that if a domain supports multi-range requests, it already
supports single-range requests.

The evaluation was done from the NYUAD campus. How-
ever, given the prevalence of Content Delivery Networks
(CDNs) among these domains, it would be beneficial to emu-
late requests from varied geographic locations, increasing
the chance of testing different CDN servers, which might
exhibit different behaviors. This can be achieved by changing
the public IP address of our testing client with each complete
cycle of 999,733 domains, for example with a Virtual Private
Network (VPN) 1.

Executing the evaluation took 24 hours, about 12 seconds
per domain. A timeout of 10 seconds was used for requests.
A single machine with a single testing client was used. The
testing client is multi-threaded, simultaneously testing 32
different domains at any moment; 32 threads were found to
perform better despite the machine being used having 64
logical cores.

Results. We find that of the 997,733 domains, 229,725 (23.0%)
support multi-range requests and single-range requests, 233,642
(23.4%) support only single-range requests, and 534,366 (53.6%)
support neither. With nearly half of the domains support-
ing either kind of range requests, we see that Thor]JS can be
applied to a large fraction of the internet being visited today.

4 THORJS

This section describes Thor]S, a client side approach to JS
dead code elimination. At a high level (see Figure 1) Thor]S

!Unfortunately, this was not attempted for the capstone due to time and
resource constraints.
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Figure 1: Thor]S’s architecture and workflow.

consists of a modified Web browser which relies on HTTP
range requests to retrieve only the portion of JS files needed,
thus achieving code elimination (2). This information, i.e.
required ranges per JS file and domain, is offered by an oracle
(1). The oracle’s role is to run classic JS dead code elimination
techniques against a set of popular websites (5), in order to
maintain up-to-date information of which code portions can
be suppressed, in the form of range headers.

4.1 Oracle

Although the oracle could also be implemented in the browser,
we instead opt for it to be operated by an Internet Service
Provider (ISP). While this approach may introduce some pri-
vacy considerations, as discussed below, it is an overall more
efficient approach as each browser does not need to re-run
the same dead code elimination algorithm when visiting the
same website. Further, even the first visit to a website can
already leverage the benefits of JS dead code elimination.

In the example shown in Figure 1, the oracle is operated
by an ISP in collaboration with the ISP-provided Domain
Name System (DNS) resolver. This approach offers two key
advantages. First, DNS inherently collects statistics on popu-
lar websites within a given network or geographic region.
Second, the oracle does not introduce any additional privacy
concerns beyond those already present in DNS traffic. Alter-
natively, a centralized oracle model is also feasible, similar
to the structure of cloud DNS providers like Google [13] and
Cloudflare [9].

Accordingly, DNS traffic (3) is used to drive the oracle
(4) with information on which websites are currently pop-
ular among the users served by a given DNS, i.e. a given
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region. The oracle runs one or several JS dead code elimi-
nation strategies (5), e.g. Muzeel or Lacuna, and populates
a “range file”, which contains for each known JS URL the
range headers to be used, if any. This file is maintained over
time with a proper versioning system so that only partial in-
crements/variations need to be sent to a requesting browser

(1).

4.2 Browser Implementation

Thorium [11] is an open-source Chromium-based web browser
aiming to provide performance improvements over vanilla
Chromium. We decided to implement Thor]JS in Thorium
due to their helpful documentation in terms of set-up, devel-
opment, and building. However, our implementation may
be applied directly to Chromium or other Chromium forks,
and we shall refer to Chromium here as an umbrella term
for these.

Range File Management. At startup, and at hourly fre-
quency, the browser communicates with the oracle to check
whether a new version of the range file should be down-
loaded. In a more comprehensive implementation, given that
small changes to this file are expected, delta updates may
be used together with existing caching mechanisms in the
browser.

It is necessary to decide where to store and how to store the
range file in the browser, and how to access it when requests
are made. Depending on where the range file is stored, load-
ing a website may initiate many requests for JS files, which
all necessitate reading the range file. This is not straightfor-
ward because Chromium has a multi-process architecture,
with one browser process and one or more rendering pro-
cesses (renderers) [7]. The browser process is always alive,
while renderers may be created or killed as tabs are opened
or closed, with one renderer per tab.

We considered two potential solutions. The first is to load
the range file in the browser’s memory and have renderers
communicate with the browser through inter-process com-
munication (IPC). Whenever a website is loaded, for each JS
file, the renderer queries for potential range data for that file.
While this leads to dozens of IPC messages per page load, IPC
messages are fast in modern systems and would probably
not be the bottleneck in the implementation. Moreover, it
is memory-efficient because range data is stored only once.
An alternative approach is to replicate the range data and
keep it in-memory within each renderer. This increases the
memory footprint of the browser, but does not introduce
many IPC messages when loading webpages.

While we believe that the first solution is more sensible,
it was difficult to implement in time for the capstone, so
we opted for the second one, visualized in Figure 2. In the
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Figure 2: Workflow associated with the range file re-
trieval and processing.

browser process, an entity called the RangeFileService han-
dles the retrieval of the range file, either by sending a GET
request to the oracle or by accessing it from the browser
cache. Next, it sends the file to all RangeStores through IPC;
there is one RangeStore in the browser process and one in
each renderer, and the file is also sent to any renderers cre-
ated in the future. Next, each RangeStore parses the file,
creating an in-memory mapping of domain and file URL to
Range header 2.

Request Interception. To intercept requests, we use a func-
tionality provided by Chromium called throttles, which can
intercept HTTP requests at different points in their life-
time [1]. Chromium uses many throttles for its features,
instances of which are created once per request. We im-
plement our own throttle, which intercepts requests at two
points. Before the request is sent, the throttle attempts to
convert it into a multipart byte-range request *. Afterwards,
when the response starts being received, depending on the
response code, as discussed below, the throttle “intercepts”
the response body and forwards only the necessary parts,
using the byte ranges knowledge. By forwarding only the
necessary parts of the response body, we reduce the load on
the JavaScript engine afterwards.

Figure 3 summarizes the throttle operations, assuming
a RangeStore has been initialized in the process. For each
request, after Chromium initializes its own existing throttles
and adds them to a list, we add our own throttle at the end.
This attempts to avoid unexpected behavior as other throttles
may also be modifying the request. When the request is about
to be sent, our throttle ensures that the request is a GET, and
that it is not already a range request, i.e. it does not have
the “Range” header . The throttle determines the domain

2A similar option would have been to parse the file once and send the
in-memory mapping through IPC, but the parsing is simple, and it was
not straightforward to send the data structure through the Chromium IPC
system.

3This can only be done when the domain supports multipart requests, which
we know from the range file. If the domain only supported single-part range
requests, another useful functionality could be applied, where the request
is split into multiple single-part range requests; however, this was not
implemented in the capstone due to time constraints.

It would also be beneficial to filter for only JS files at this point, but there
is not enough information to know whether the request is for a JS file.
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Figure 3: Workflow associated with intercepted JS re-
quests and responses.

hosting the JS being requested, and queries the RangeStore
to find the Range header associated with this resource. If
the header does not exist, we stop intercepting and let the
request continue unmodified. Otherwise, the request is sent
to the network.

Response Interception. As aresponse starts being received,
the throttle is notified. The throttle only has access to the
response header at this point, not the body. The throttle takes
action based on the response code; if the response code is
200 (OK/Success), the whole JS file is being returned despite
the throttle having converted the request to a multipart byte-
range request °. This suggests lack of range request support
at the server, thus a mismatch with respect to the informa-
tion contained in the RangeStore . The throttle initializes
a helper object to intercept the response body and forward
only the relevant parts, thus still realizing local benefits from
partial JS usage (but not download). How this process inter-
acts with the browser caches is discussed in the next section.

If the response code is 206 (Partial Content), the range
request has been respected. Due to how range requests are
specified, the response body will have additional metadata
inserted between the parts requested by the ranges — see
Figure 4. To handle this, the throttle creates another helper
object which will parse the response body, removing the
metadata and forwarding to the renderer only the file content
as specified with the byte ranges.

Cache Interaction. It is important to consider how our
implementation interacts with the browser’s caching mecha-
nisms. Chromium has an HTTP Cache module which deter-
mines whether to serve HTTP requests from the lower-level
disk cache or from the network [6]. There is also a different

Methods such as checking if the URL ends with a .js would disqualify many
JS files, and we do not know the Content-Type header of the future response.
SThis is an automatic fallback mechanism observed by testing; we did not
encounter situations where a “not supported” response was returned.

®In a more comprehensive implementation, this information may be propa-
gated back to the oracle as it may be useful for updating the range file.
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--4c474222fbb95bc8
Content-type: application/javascript
Content-range: bytes ©-13/14244

I'function(e,t)

--4c474222fbb95bc8

Content-type: application/javascript
Content-range: bytes 186-201/14244

(this,function()

--4c474222fbb95bc8

Content-type: application/javascript
Content-range: bytes 14210-14243/14244

)5
/# sourceMappingURL=aos.js.map
--4c474222fbb95bc8- -

Figure 4: An example response for a multipart byte-
range request. The parts which were requested are in
black, while the additional metadata is in blue.

in-memory cache in each renderer. Our throttle sits in the
network stack and interacts with the HTTP cache, while the
in-memory cache exists at a higher level above the network
stack. Therefore the in-memory cache was expected to per-
form as normal, which testing confirmed. Now we discuss
the throttle’s interactions with the HTTP cache.

From our tests, we found that modifying requests for JS
files, as we did with our throttle, led the requests to never be
served from the disk cache, but to instead be sent through the
network. A possible reason is the cache’s sparse entries mech-
anism. Besides normal entries which store entire resources,
the cache supports sparse entries, which allow storing only
parts of resources, in cases where the whole resource has not
been requested. We assume sparse entries are used for any re-
quests our throttle intercepts. However, the browser already
uses byte-range requests as a mechanism to create sparse
entries. Therefore, as our throttle is also converting requests
to byte-range requests at an unexpected point in the request
workflow (from the unmodified browser’s perspective), this
may be causing the cache to behave unexpectedly. For exam-
ple, our requests may be failing cache validation, leading to
the browser always issuing network requests instead.

For the capstone course, due to time constraints and the
complicated nature of the HTTP cache module, we were
unable to determine the exact reason for why our modified
requests were not being served from the disk cache, as well
as modify our implementation to address that. Therefore
our performance evaluation in Section 5 disabled the HTTP
cache.
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5 PERFORMANCE EVALUATION
This section benchmarks Thor]S with respect to user QoE

measured with web performance metrics. We focus on Muzeel [15]

which is, to the best of our knowledge, the most advanced
solution for JS deadcode elimination. Nevertheless, Thor]S
is a generic approach and can be used with any existing or
future solutions.

5.1 Methodology

We start by identifying a representative set of testing web-
pages. Using the dataset described in Section 3, we obtain a
random sample of 11 webpages ’. We then run Muzeel on
these webpages to identify the byte ranges for all JS files,
and use Muzeel’s output data to construct the range file.

We use webpagetest [21] to automate the loading of these
webpages via a modified Thorium browser with Thor]S capa-
bilites. We clear the browser cache between each load for rea-
sons discussed in Section 4.2. Each webpage is loaded three
times using the following network configurations: 1) Slow:
20 Mbps downlink/uplink rates with 100 ms RTT, 2) Medium:
50 Mbps downlink/uplink rates with 50 ms RTT, and 3) Fast:
100 Mbps downlink/uplink rates with 20 ms RTT. A low-end
mobile device (Xiaomi Redmi Go with a Quad-core 1.4 GHz
CPU, and 1GB RAM) is used to load each webpage using the
following configurations ®: Classic where Thor]S is simply
disabled and thus legacy Thorium is used; Multi which only
leverage multi-range HTTP requests; and Local where regu-
lar JS code is requested, but local splitting is used to forward
only the amount of JS code required.

As web performance metrics, we measure First Contentful
Paint (FCP) [19], which is a user-centric metric measuring
perceived load speed as it marks the first point in the page
load timeline. Next, Speed Index (SI) [4] which measures
how quickly a website’s content is visually displayed during
load. Finally, Page Load Time (PLT) [10] which measures the
amount of time it takes for a webpage to fully load.

5.2 Results

Tables 1, 2, and 3 show the results for the average FCP, SI,
and PLT metrics across all pages, when varying the network
and browser configurations. The results generally show a
performance decrease (instead of an increase) for all metrics
when using the Local or Multi configuration of Thor]S. For
FCP, the most significant improvements are seen over Slow
networks, where Local and Multi respectively provide a 27%
and 12% improvement over Classic. For SI, only Local for

"We would have opted for a larger number of webpages, but this was not
possible for the capstone due to time constraints and the fact that executing
Muzeel was slow with our resources.

8Targeting desktop would also be useful, but primarily focusing on mobile
devices is in accordance with our motivation as described in Section 1.
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Classic Local Multi
Slow 544 | 3.99 (-26.6%) | 4.77 (-12.3%)
Medium 4.55 4.55 (-0.1%) 4.22 (-7.4%)
Fast 406 | 4.48 (+10.3%) | 6.66 (+64.1%)

Table 1: Results for First Contentful Paint. Cells are
average FCP values, in seconds. The numbers in paren-

theses are comparisons to the baseline Classic.

Classic Local Multi
Slow 1150 | 11.39 (-1.0%) | 11.71 (+1.8%)
Medium | 1231 | 10.58 (-14.0%) | 11.78 (-4.2%)
Fast 9.93 | 10.34 (+4.1%) | 16.66 (+67.7%)

Table 2: Results for Speed Index. Cells are average SI
values, in seconds. The numbers in parentheses are
comparisons to the baseline Classic.

Classic Local Multi
Slow 28.25 | 31.08 (+10.0%) | 32.13 (+13.7%)
Medium | 27.02 | 28.18 (+4.3%) | 32.11 (+18.8%)
Fast 26.89 26.21 (-2.5%) | 47.74 (+77.6%)

Table 3: Results for Page Load Time. Cells are average
PLT values, in seconds. The numbers in parentheses
are comparisons to the baseline Classic.

Medium networks shows a 14% improvement, and for PLT,
only Local for Fast networks shows a 2.5% improvement. For
all other cases of FCP, SI, and PLT, the Classic (unmodified)
browser performs best. Another noticeable result is that
Multi performs very badly over Fast networks, being more
than 64% slower than Classic on all metrics.

For the cases where there is improvement from Local and
Multi, it is possible that Thor]S is performing as expected,
in that both Local and Multi are passing less JS code to the
browser’s JavaScript engine, and this ultimately speeds up
the loading. However, these results are not statistically sig-
nificant, as only 11 websites were tested. In most cases, the
performance of Local and Multi is worse than Classic.

A possible reason for Local’s worse performance is with
how it is implemented (see Section 4.2). In the browser, the
throttle is introduced as an additional component in the
middle of the flow of execution of requests for JS files. The
throttle forwards only parts of the response body to the rest
of the workflow, but this forwarding necessitates additional
copying of the response body data: a full copy for the throttle
to receive it and then additional copies of each part which
will be forwarded. These copies of data, which require un-
derlying memory allocations and copying, together with
the mechanisms Chromium to redirect response data to our
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throttle, may be slowing down the performance, especially
for large files. To mitigate this performance impact, it might
be necessary to implement this functionality in a better way,
possibly deeper in the browser’s network stack, as well as to
modify other browser components in accordance with the
optimization.

The worse performance of Multi can also be caused by
similar reasons to the one of Local. In this case, the imple-
mentation is slower by necessity, as Multi has to parse the
contents of the response body before forwarding certain
parts, while Local immediately knows the byte ranges to
forward without having to do any parsing, due to having
access to the Range header. However, there is another pos-
sible reason why Multi is performing badly, especially in
the case of fast networks. Multi sends multipart byte-range
requests, which ask the JS server (see Figure 1) to process
the JS resource on its own end before sending a response.
This additional processing may take an unexpectedly large
amount of time compared to the case of Classic, where the
JS server simply returns the JS file. Moreover, in the case
of Multi, the byte range requests are bypassing any type of
caching outside the browser, such as server-side caching and
CDNs. All these effects are most clearly visible over a fast
network, as less time is spent over the network, emphasizing
the performance of the browser and JS server.

6 CONCLUSION

In this capstone paper, we introduced Thor]S, a client-side
approach for JS dead code elimination that leverages HTTP
range queries to fetch only the necessary portions of JS files
when loading websites. Thor]S is designed to avoid server-
side dependencies in order to enable easier adoption across
the internet and to avoid web ossification.

Our analysis of the top one million websites revealed that
HTTP range query support is prevalent, with approximately
50% of ]JS-serving domains supporting single or multi-range
queries. This highlights that Thor]S may be a useful client-
side solution for JS optimization. However, our performance
evaluation of Thor]S led to mixed results. While isolated
cases showed minuscule improvements in metrics such as
First Contentful Paint, Speed Index, and Page Load Time,
in most cases, ThorJS performed worse than an unmodified
browser.

We then discuss possible reasons for ThorJS’s worse-than-
expected performance, namely limitations in the browser
implementation and the possible effect of bypassing caching
mechanisms outside the browser. We also emphasize how
the results of the evaluation should not be taken for granted,
as only a very small number of websites could be tested.

Despite the current limitations, Thor]S opens avenues for
addressing JS bloat from the client side. Future work should
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focus on a more comprehensive and efficient browser imple-
mentation, understanding the effects of all types of caches
—inside the browser and outside- on range requests, and exe-
cuting a performance evaluation with a larger scope. These
improvements may lead to innovative ways to handle JS bloat
and its effects on web performance and user experience.
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